
7. Conclusion
- Despite the good results we achieved, we 

could not replicate the targeted study. 
- This allowed us to see the importance  of  

properly sharing  code  in  this  field. 
- We took our results into account and 

developed this work in a reproducible way.
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This work appears in the context of the Stop 
PropagHate project, that aims at fighting 
online hate speech.

Hate speech is language that incites hate 
against groups, based on specific 
characteristics and it can occur with 
different linguistic styles, even in subtle 
forms or when humour is used [1].

In this work, we have the goal to reproduce a 
state-of-the-art hate speech classifier, in order 
to find a classifier with good performance. 

We choose to reproduce a specific study [2], 
because this is a highly cited paper, describing 
a classifier with unique good performance 
(F=0.93), of which the authors publish their 
code. 

   3. State of the art 
Deep Learning techniques are quickly gaining 
ground  in  the  area. Different  studies  proved  
that  deep  learning  algorithms outperform 
classical Machine Learning approaches (e.g. 
[2])

 5. Replication problem   
We  tried  to  replicate  the aforementioned 
study [2] but we faced one main difficulty: 
because of a bug the effect  of  using  10-fold  
cross-validation was eliminated. As a proof of 
this problem, we can see that the successive 
values of F1 score found in the 10 iterations 
increases (Figure 2).

 4. Methodology  
We follow a methodology of 10-fold 
cross-validation with holdout validation [3] . A 
scheme of the used classification method [2] 
is presented in the Figure 1.

Figure 1 - classifier 
used in the experiments

We conducted 3 classification experiments 
using a standard dataset [4] , the HatEval [5] 
and the OffensEval [6] datasets. We compare 
these with the results from the original study 
[2] (Figure 3).

 6. Experiment & results  
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Figure 2 - Cross validation results

Figure 3 - Experiments comparison
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